Understanding Data and their Environment: Assessed Work (Essay)

**Essay Length:** Less than 1500 words excluding diagrams, tables, references, and appendices (if relevant).

**Deadline:** 23rd June 23:59

# Option 1: An discursive essay on privacy

## Title: “Privacy is dead” – Discuss

Considering the modern data environment, some in the technosphere such as Scott McNealy and Mark Zuckerberg have asserted that privacy is dead or outdated. Discuss this proposition, taking a position with reasoned commentary drawing on data, and/or expert opinion from the literature (traditional and/or grey) as appropriate.

### Distribution of the marks for the essay

|  |  |
| --- | --- |
| Area of Essay | % share of marks |
| Introduction | 10 |
| Analysis: quality of argument | 35 |
| Analysis: scope of research | 35 |
| Conclusion | 10 |
| Presentation: standard of English, overall coherence | 10 |

# Option 2: An analytical essay of the troubled families’ data situation.

Consider the following data situation:

As part of the troubled families programme, the UK government wishes to understand the complex nexus of issues that appear to co-occur in family units including deprivation, poor educational and health outcomes, underemployment and crime. It has created the troubled families dataset, which combines administrative data from multiple government departments and local authorities. This will allow it to track the trajectories of the identified families and measure whether specific interventions are effective.

It is considering allowing researchers to access (a version of) those data to carry out deeper analyses.

Your task is to assess the risk of this data situation and to recommend appropriate mitigations. You will need to consider ethical legal policy and technical issues inherent in the data situation.

You could approach this by applying the Anonymisation Decision-making Framework explicitly (perhaps completing the template and including it as an appendix) or you may simply want to draw on key elements of it. You do not have direct access to the data for this exercise so there are some things that you are not fully able to assess, but the report (see below) does give quite a lot of information about the scope and scale of the data.

Another approach is to describe the issues and principles that generally apply to the sharing of data, drawing on a wider literature and then apply those to the described data situation.

## Background information

You can find more information on the troubled families programme here:

<https://www.gov.uk/government/news/troubled-families-programme-annual-report-published>

And about the dataset here:

<https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/605185/Family_outcomes_-_national_and_local_datasets.pdf>

Indicative metadata for a potential dataset based on one researchers request can be found on blackboard. This is not a specification of a general access dataset but it should help guide your thinking about the type of dataset that might be in scope.

### Distribution of the marks for the essay

|  |  |
| --- | --- |
| Area of Essay | % share of marks |
| Introduction | 10 |
| Description of approach | 20 |
| Analysis of Troubled families case | 50 |
| Conclusion, implications/recommendation | 10 |
| Presentation: standard of English, overall Coherence | 10 |
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# Some sources for commentary on confidentiality, privacy data protection etc.
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